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1. The number of general theorems concerning divided 
differences is so small that any addition to the list may, 
perhaps, be welcome. The unexpectedly simple theorem 
which forms the object of this Note seems, as far as I have 
been able to ascertain, to be new; it may be regarded as 
a generalization of Leibniz’ formula for the rth derívate of 
a product of two functions.

The notation will be that of the author’s book “Inter­
polation”. Thus, for instance, y(x,oa:l . . . x’r) wiU be the r,h 
divided difference of y(x), formed with the arguments rr0, 
a^,.. . æ . In order to save space we shall, as a rule, only 
write the first and the last of the arguments, where no 
confusion is likely to arise.

Let, then,
(f> (x) = /'(æ) g (.r) ; (1)

we propose to prove, by induction, that

r

<f> (x0 . . . Xr) = AæO • • • ær) i/(ær • • • ær) ■ (2)
V = 0

It is readily ascertained that the formula is true for 
r — 1, that is,

(f>(xoxt) = f(x0) g faxj + /’(æoæi) g (æi)-

We proceed to show that, if the formula is true for one 
value of r, it also holds for the following value.
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In order to prove this, we employ the identity

5P Oo • •
ÿ (x0 .. . xr) — y Oí . . . xr + x)

*0 Xr + 1

Applying this, we tind, assuming (2) to be true for some 
particular value of r,

(æO — X-r + t) (¡P (x0 . . . Xr + =
r

X, /(æo • •

V = (J

r

. . . Xr) /’(x1 . . . xr+ l)(/(.rr+1 . ,rr+ t) .

v = 0

Inserting, in this,

/■(xt . . . x„ + t) = /’(x0 . . . z,) — (x0 — X, + t) /’(æo . . . xr + t) ,

we tind

r
z

(æO — xr + L) i’ (æü • • • Xr + 1) =

r
\

/Oo . . . xr) g (xr . . . xr) - f(x0 . . . xj g (x„ + ! . . . Xr + i)

r = 0 r = 0r

+ (x0 — xr+i)f(x0...xr+i)g(xr+l...xr+i).
r = 0

In the second sum on the right we introduce

9(xr + t. . . xr + ¿J = £(x,. . . xr) - (xr-xr +t) 9(xr . . . xr +1),

and in the third sum we write v—1 instead of v. Thus,
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which reduces to
r + 1

(æo —ær+i) \ f(.^0 • • • *„)  f7<X • • • ær+ 1) ’

r = 0
so that

r + 1
y (æo . . . ær + 1) = y f(x0 ...xJ g(xy ...xr+1).

r = o

But this is (2) with r + 1 instead of r, so that (2) is 
true for all values of r.

2. Formula (2) contains several well-known formulas 
as particular cases. Thus, if we make all the arguments xv 
tend to the same point x, we obtain, if the derivates exist,

<¿'Z) =
r! ___ v\ (i—r)!

>■ = o

which may also be written

Dr f (x) g (æ) = I)' f(x) ■ Dr~r g (æ). (3)
V = o ' 7

This is the theorem of Leibniz referred to above.
Putting next, in succession, xv — x-\-v, x,, — x — v and

r
xr — x——+ r and making use of the relations

£

f(x, x+1, x+n) = - ,n !

, x — n) —
Vnf(x)

f(x, x — 1, . . nl

we obtain, in analogy with (3), the three well-known 
relations
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V (4)

(5)V’VGr) • \7r~rg(x-v),

r

A ' /'(.r) /7 (æ) =

3. We now put

f(x) = F(t)~

so that

.7 (xy . . . xr)

and

</) (x)

F(x), f/(.r) =

1
(/—ær) . .. (i—ær)

= ^(0^f(æ)
t — X

(7)

(8)

Inserting in (2), we obtain, keeping the first term on the
right apart,

5P (x0 . . . xr)
F(t)_-_F(x0) _ \ . x,,)

(t — Xo) . . . (t—xr) (t — xr) . . . (t—xr) 

or, solving for F(t),

F(f) = 2^ <' - x»> *>-  - ! ) Hæo • • ■ X„) + «. (9)

r = o

/? = (/ — X’o) . . . (/ — xr) <f)(x0 . . . xr), (10)

where the factorial (t — x0) . . . (t — xp t) for v = 0 is inter­
preted as 1.

This is Newton’s interpolation formula with divided 
differences and a remainder term differing slightly from 
the usual form. The latter is obtained by observing that, 
if we put
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3P fM = f(xo xp> > 3 fM = (ii)

3p and 0 being symbols acting on x0 alone, Iben, since 
<¡p(x0) = 0F(xo),

ÿ (æO . . . Xr) = ... </’ (æo) = 3r3r_i • • • ^l^F(x0),
or

T G't’o • . • xr) = F(JXO • • • xr), (12)
so that

R = (t — x0) . . . (i —xr) F(fx0 . . . xr). (13)

But from (10) we obtain in particular cases forms of 
the remainder which are worth noting. Thus, for instance,
if all the arguments tend to the same point x, we find
Taylor’s for mid a

r
F(J) = y Fl"’(.r) + R (14)r!V = 0

with the remainder

R = (l~^
r!

11 rF(/)-F(x)
t~ X

(15)

the operator D acting on x.
Further, putting xr — x+v, (9) and (10) yield

/•’(/) = £ ■*>  + (lß)
r = o

,FÇQ-F(x) (17)

where A acts on x. This is the interpolation formula with 
descending differences and a remainder term which has 
already been given by Boole1.

Finite Differences, 3rd ed., p. 146.
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VrF(æ) + R, (18)

(19)R = ri X

xve have

u

y(æ) = /i (æ) A (æ) A (æ)
and

Generally, if
(20)

(22)

the summation extending to all values of a, ß, . q for 
which

Finally, putting xt, = x— v, we find the interpolation 
formula with ascending differences

V acting on x.
Il is evidently easy to transform the preceding remain­

der terms to the usual forms.
4. It is easy to extend the formula (2) to a product of 

any number of functions. Thus, if

vr

v = 0 ti = 0

y (x'o . . . xr) =
= fl (-r0 • ■ ■ æa) Á (*«  • • • æ/i) A (æ> • • • æy) • • • 4 (æo • • • ær) /2

F(f)-F(.r)

y (.r) = /; (x) /a (æ) • • . fn (æ), 
xve may write

V

f(x0 . . . xt) = A (x0 . . . xj /a (xu . . . x,,),
= 0

/(æ) = /\ (x) /a (x), g (x) = /a (.r),

r
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Thus, for instance, if n = 3 we may at once write down

<f>(x()xlx2) = fiCxo) f2(xo) f3(x0xix2')
+ ft M fz Oo æi) A (æi æ2)
+ fl (æo) /a (æo æi æ2) fi (æ2)

+ A (æo æi) A (æi) fi (æi æ2)

+ fi (®o æi) A (æi æ2) fi (æ2)

+ A (æo æi æa) fi (^2) fi (^2)-

If, in (21), we let all the arguments tend to the same 
point a?, we get

ÿW(x) = \ A^’(æ) /'„(r“í0(x)

r ! a ! (/? — a) ! (r — o) !

and from this, putting a = vv, ß — a = v3,...,r— q = vn,

= V——p------- f^(x) . .. f^tx), (23)
■ " / ! r2! . . . rn ! n

the summation extending to all values of vl9 v2, . . . vn for 
which

*T + J’2 + ’ ' ’ + Ai = r‘ (24)

This is the theorem of Leibniz for a product of n func­
tions. It may be written symbolically in the form

= (A + /Í+-••+/„)" (25)

with the convention that, after expanding, should be 
replaced by It should he noted that the zero powers 
of f cannot be omitted, since /’(0) does not mean 1 but f.

If, in (21), we choose xv — x + v, we find

Ar <f> (x)
rl

A"A(.r) A^ f"A(æ+«)

(/?-«)!
Ar~Vn(æ + g) 

(r — (?) !

or, in the notation (24),
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Ary(x) = J57 _r L 
rj c2! . . . vn\

& V1A (.r) A ’'2 A (x + rt) . . . A (.r + rt d------+ rn _ t).
(26)

Similarly, putting x = x— v, we obtain

Vry(æ) - V X

V’Vi(x) •

and finally, making xr = x — — v,

r \ 1 r ’Ó <¡p (x) = \ ——------ X
x i rti r2' ■ ■ ■ i'R!

Ô'1 j\ (x——2 fz + ’0 — ' ~2 ’2) • • • 

. . . ô'zn/7( (x + rt+ • • • + Vn _ t------ -~n! ■

(28)

It is easy to put also (26), (27) and (28) into symbolic 
forms; but as tbese are more complicated than (25) and, 
therefore, not so useful, they seem hardly worth recording.

5. As an application of (21) we put

») = ' - ■ 9>O) = . (29)
t — X (I — X)

and obtain without difficulty

V (æo • • ‘ær)
1

(/ —æ0) . . . (t—xr) v_  1— (/—x(í) (í—x¿) . . . (/—x(>)
(30)

the summation extending to the values of «,/?,...(> satis­
fying (22).
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But since the degree of the product

(/ —.rK) (t — Xp) . . . (t — Xy)

is the same as the number of the quantities a, ç 
which is n — 1, (30) may also be written

y (x0 . . . xr) =

=____ 1____ V_____ -_____ <31)
(t — XQ)...(t~Xr)^__ (t —Xo)(t — xj'“?’ J

the summation extending to all values of n0, . iur for
which

Po + jw-i + . . . + pr = n — 1. (32)

Instead of (31) and (32) we may evidently write

where

___ £ _
(Í—æ0)À°. . . (Z —ær)Zr

Zo + + ’ ’ ’ + — n + r, > 1.

(33)

(34)

(35)

It thus appears that 
zn r in the development

z
t — æo

y(x0...xr) is the coefficient of 
of

or the coefficient of zn 1 in the development of

1
(/ —x„ —z) (i —Xj —z) ... (i—xr —z) ■ (36)

The number of terms in (33) is obtained by putting
t — 1, X,, = 0 for all V, and is therefore, according to (36),
the coefficient of zn 1 in the development of (1—z) 

that is,
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6. Lastly, we consider the case

(37)

assuming all t different. Here, an abbreviation of the nota- 
tion becomes necessary, and we shall write

= (t—X") (t — xa+i) .. . (t-x^). (38)

We obtain, then, from (21)

(j) (,r0 . . . .r ) = \ —---- ---------- . (39)
7 v u r / ,0« ±aß ior v z

------ '1'2 • • • 'A

the summation extending as before to (22).
But we have also, for instance by Lagrange’s inter­

polation formula,
n

(t1—x)...(tn — x) Kr(ty — x) (4O')
V = 1

where
Æ, = (i.-Q... GO
so that n

y (æ0 . . . xr) = --^r . (42)
— Kvtr

We therefore obtain, by comparison of (42) and (39), the
identity n

y7 1 = \ 1 . (43)

1 2 ‘ ‘ ‘ n F = 1 r r
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